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Evaluation of Neural Models of Code

* Risk: deploying a model which is right for the wrong reason (aka spurious dataset correlations)

What is going on
inside the model?

/>

e Our work: compare human and
neural model attention

e Goal: get insights into model
weaknesses
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Methodology

Attention Capturing

e Capture token-level attention maps from neural models and humans.

synchronousDestination synchronousDestination =
new synchronousDestination();

synchronousDestination.setName ("testSynchronousDestination");
synchronousDestination.afterPropertiesSet () ;

synchronousDestination.open();

doTest Send (synchronouspestinationi; Human Reasonlng
i }
Attention Layers Recorder (HRR)

synchronousDestination synchronousDestination =

new synchronousDestination();
synchronousDestination.setName ("testSynchronousDestination");

synchronousDestination.afterPropertiesSet () ;

synchronousDestination.open();

doTestSend(synchronousDestination) ;

* darker color --> higher attention



Task Choice: Code Summarization

»

\.-'-:-i'nt arr[], int 1, int r)

Method Name

[OUTPUT]
{
if (L =r) {
int m =1+ (r-1}/2;
Method Body »
[|NPUT] sort(arr, 1, m};

sort{arr, m + 1, r}:

merge(arr, 1, m, r);
}
}

* Motivation:
e Research interest: popularity of the task among neural models of code
e Complex reasoning: a deeper understanding of the code is needed to name a method

e Study different model architectures:
1.Convolutional Attention (Allamanis et al., ICML 2016)
2.Transformer-based (Ahmad et al., ACL 2020)



Attention of
Neural Models

The studied models have two types
of attention:

1. Regular attention

2. Copy attention to copy
verbatim tokens from
the method body

Model Prediction: testDestination()

{

synchronousDestination synchronousDestination =
new synchronousDestination();

synchronousDestination.setName ("testSynchronousDestination");
synchronousDestination.afterPropertiesSet ();

synchronousDestination.open();

doTest Send (synchronousESEinasIsH);

synchronousDestination synchronousDestination =
new synchronousDestination();

synchroncusDestination.setName ("testSynchronousDestination");
synchronousDestination.afterPropertiesSet ();
synchronousDestination.open();

doTestSend (synchronousDestinat it}nl;




Experimental Setup:
Human Reasoning
Recorder

e Human Task
choose the correct method
name among 7 alternatives

* Fixation Time Assumption
The more time you stare at a
token the more attention it

receives Code Inspection



Human-Model Agreement

How to measure it?
Via Spearman
Rank Coefficient

We compute the
agreement for each pair:

e (Neural Model, Human)

=

==

synchronousDestination synchronousDestination =
new synchronousDestination();

synchronousDestination.setName ("testSynchronousDestination");
synchronousDestination.afterPropertiesSet ();
synchronousDestination.open();

doTestSend (synchronousDEsElRaEGH);

Agreement?

synchronousDestination synchronousDestination
new synchronousDestination();

synchronousDestination.setName ("testSynchronousDestination")g
synchronousDestination.afterPropertiesSet ();
synchronousDestination.open{();

doTestSend (synchronousPDestinaticnll;

synchronousDestination synchronousDestination =
new synchronousDestination();

synchronousDestination.setName ("testSynchronousDestination");
synchronousDestination.afterPropertiesSet ();
synchronousDestination.open();

doTestSend{lsynchronousbDestination)|;
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Human Attention Dataset

Our dataset contains:
e 1,508 human attention maps
e Methods from 10 Java Projects

* 91 participants:
* 26 computer science
students

e 65 recruited via Amazon
Mechanical Turk

log.debug ("Requesting new token");
int status = getHttpClient () .executeMethod (method);
if (status !'= 200)

{
}

throw new exception("Error logging in: " + method.getS

document document = new saxBuilder (false) .build(method.get
xPath path = xPath.newInstance (" /response/token") ;
element result = [(element)path.selectSingleNode (document) ;
if (result == null)
{

element error = (element)xPath.newInstance ("/response/

document) ;

throw new exception({error == null ? "Error logging in"
}
myToken = result.getTextTrim();
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Perfect dis-agreement

\

Research Question 1:

80 +

Human-model

agreement? 2 il

20

We compare each pair of human vs machine 0
attention.

-1.00 -0.75 -0.50 -0.25 000 025 050 075 100
Human-Model Agreement - Regular Attention

D_
-1.00 -0.75 -0.50 -0.25 000 025 050 075 100
Human-Model Agreement - Copy Attention t

Perfect agreement

* Here you see the transformer-based model

(similar behavior for the CNN-based) 13



Research Question 2:

How interesting are the Regular Attentior

various kinds of token? Copy
Identifier Attention

We quantify how much attention certain — Human
kind of tokens get w.r.t. the uniform Attention

attention scenario.

Keyword

Operator

Token Category

string

Boolean -

-1 0 +0.5 +1 +1.5
(Mo attention) {Uniform attention) {(More than uniform)
Distance from Uniformity
Less than T More than

uniform attention uniform attention

Perfectly

uniform attention 14




Research Question 3:

Where do humans and Transformer o Humans
bl
models struggle the
v % 06
most? :
n 7 0.4
We analyze the human and model g 027
performance on methods of: e
£ 2 2 & £ g2 g g 2
o different families (e.g., getter, setter, test, 5 & 2 G 5 & 2 B
etc.);
* increasing length. 10.8-1] 1NN
o [0.6-0.8)
S [0.3-0.6)
= [0.2-0.4)
(0-0.2] 1

T T T
0 25 50 75 100 125 150
Method Length (no. tokens)

5 Carrect
E
Z Wrong
T T T T

T T T
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Method Length (no. tokens)




Research Question 4:

Relationship between
Human-Model agreement
and model effectiveness?

£ " Regular Attention £ e Copy Attention
. 5| POLE ] kL

We compute the correlation Y 05 - ¥ o5 _ﬁH.H-#
between agreement and < < '
performance with a Pearson g ~ el g 00
correlation coefficient. E iy "#ﬂ_'; ; ! E o :

E 1.0 _Pears.n (@ E 1.0 Pearsn

£ 00 0.5 £ 00 0.5 1.0

Fl-score Fl-score
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Impact on Future Work

ldeas and Guidelines

Artifacts Available E?j

Matteo Paltenghi and Michael Pradel 17




What is going on
inside the model?

<[> »

testInitializingDoesni  keReadAction

‘ Manager.getIngtance (). ]

ANSWER k

* CODE

INSPECTION
AREA

J

SELECTION
AREA

Regular attention of neural model

Copy attention of neural model

This presentation has been designed using resources from Flaticon.com

Human attention (5x per method)

mmm Regular Attention s Copy Attention
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Contact: mattepalte@live.it

Project: github.com/MattePalte/thinking-like-a-developer

Thinking Like a Developer? Comparing the Attention

of Humans with Neural Models of Code
Matteo Paltenghi and Michael Pradel
Software Lab, University of Stuttgart, Germany







